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SUMMARY

The Digital Architecture Pilot Projeeimsto provide a systematic means of
planning upgrades to theformation technologylIT) infrastructure that will be
needed to suppontclear utilities as they move forward with deployment of
advanced technologies. The project is a part oirtbieumentationinformation,
andcontrol (11&C) systemstechnologiepathwayo f t he Depart ment of Ene
Light Water Reactor Sustainability (LRE) Program.

The digital architecture is defined as a collection of IT capabilities needed to
support and integrate a wide spectrum of real time digital capabilities for NPP
performance improvementdigital architecture can be thought of as an
integration of the separate instrumentation and control (I&C) and information
systems already in placerimiclear power plant\NPP$3, brought together for the
purpose of creating new levels of automation in NPP work activities.

The goal of the digital architecturesearch is to develop a methodology for
mapping NPP operational and support activities into the digital architecture,
which includes the development of a planning model for advanced information
and control architecture.

The model development began widentification of infrastructure and user
requirements. The identified set of requirements was reported in Thomas and
Oxstrand(2019. The next step in model development was to determine the
current state of digital architecture at typical NPPs through a gap analysis. The
goal of thegap analysisvas to determine to what extent the NPPs can support
the future digital technology envirommt with their existing I&C and IT
structure and where gaps exist with respect to the full deployment of technology
over time. The gap analysis was conducted by two parallel acti{dijisge visits
and(2) a webbased survey. The methodology, results] eonclusions from the
gap analysis are described in this report.

The identified gaps are:

Plans for plant wide deployment of wireless network
Understanding of limitations and possibilities of wireless network
Use of existing technologies for rd@the cdlaboration

Plans for integrating advanced technologies irotitage control center

Plans for modernizing thmain control room

o g bk~ w b

Use ofonline monitoringechnologies
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Di giAtraxlhi t é Resuftosn a Gap Anal

1. INTRODUCTION

The Department of Energy (DOE) sponsotteelLight Water Reactor Sustainability (LWRS)
Program that provides the technical foundations for licensing and managing tterfongafe, and
economical operation of current U.S. nuclear power plants (NPPsyj& nbjective of the LWRS
program is the development of a seamless digital environment for plant operations and support by
integrating information from plant systems with plant processes for nuclear workers through an array of
interconnected technologi€Bhis includes technologies to improve nuclear worker efficiency and human
performance to offset a range of plant surveillance and testing activities with new online monitoring
(OLM) technologies; improve command, control, and collaboration in settingsasumutage control
centers and work execution centers; and improve operator performance with new operator support
technologies for the control room (HallbartdThomas 2014).

Within the LWRS Program, thastrumentationinformation, anaontrol (I1&C) systems
technologiepathway addresses a broad range of digital technologies targeted at creating work
efficiencies and improving plant performangéese technologies are developed in a series of 18 pilot
projects and include applications that address lmelmwrkers, outage management,M of components
and structures, and modernized control roobh& longterm goal is to transform the operating model of
theNPPs from one that is highly reliant on a large staff performing mostly manual activities to an
opeaating model based on highly integrated technology with a smaller staff. This digital transformation is
critical to addressing an array of issues facing the plants, including aging of legacy analog systems,
potential shortage of technical workers, evereasing expectations for nuclear safety improvement, and
relentless pressure to reduce cost.

The future vision for the 11&C technologies is based on a future digital architecture that is a logical
extension of the information technology (IT) infrastructinat is typically in place foNPPs today.
Therefore, the Digital Architecture Pilot Project was defined to provide a systematic means of planning
upgrades to the IT infrastructure that will be needed to support whatever combination of 11&C pilot
projecttechnologies are selected for implementation by a nuclear utility.

The digital architecture is defined as a collection of IT capabilities needed to support and integrate a
wide-spectrum of realime digital capabilities foNPPperformance improvements. The digital
architecture can be thought of as an integration of the sefrastitenentation and contrdi¥C) and
information systems already in place in NPPs, brought together for the purpose of creating new levels of
automatio in NPP work activities. In some cases, it might be an extension of the current communication
systemswhich will provide digital communications wheitds currently analog only.

This collection of IT capabilities must in turn be based on a set ofepg@rements thateed tabe
supported for the interconnected technologies to operate in an integrated manner. These requirements,
simply put, are a statement of the digital work functions that will be exercised in a fully implemented
seamless digital endnment and how much they will be used.

The goal of the digital architecture research is to devetopthodology for mappinPP
operational and support activities into the digital architecture, which includes the development of a
planningmodel for advaned information and control architectufiéne planningmodel should be
developedat a levebf detail that$ useful to the industry. In other words, not so detailed that it specifies
specific praocols and not so vague thatdtanlyprovides a highevel description of technology.

Y



To develop the modgthe researchefgst had to identify a set of user requirements that must be
supported for the interconnected technologies to operate in an integrated manner. These requirements are
a statement ahedigital work functionghatwill be exercised in a fullymplemented seamless digital
environment and how muc¢hese functionsvill be used. The researchers developed an initial set of user
requirements, which was published in March 2015 (Thomas and Oxstraky Zherequirementsvere
groupednto four areas of NPP digital technologies:

1. Mobile Technology for NPP Field Workers
2. Control Centers

3. Main Control Room

4. Automated Plant Functions

The next step toward the model developnvessto determine the current state of digital architecture
at typical NPPs. To investigate the current state, the researchers conducted a gap adelgsisite to
what extent the NPPs can support the future digital technology environment with themgdgi§tiand
IT structure, and where gaps exist with respect to the full deployment of technology ovédihéme.
methodology, resudt and conclusions from the gap analysis are described in this report.

The resuls from the gap analysisereused tgorioritize where focus is needed in defining and
providing guidance for enhancing the digital architecture of nuclear plants. The results will also be key
input to the development of a guidance document for implementirdiditedl architecture conceptual
model. The methods used in each of the two parts of the gap analysis are described ir2S8efon
Analysis

This report addressMilestone M3LW15IN0603128& Complete a report documenting the gap
analysis between current typical instrumentation and controls and information technology capabilities in
NPPs versus those documented in the digital architecture requirements report.

1.1 Development Partners in the Digital Architecture Pilot Project

Thedigital architecturepilot project has two major development partners: the Nuclear Information
Technology Strategic Leadership (NITShhd the Electric Power Research Institute (EPRALh
partnermprovides technical expertise, review of project data and findings, and access to the utility
membership for consultation and data collection.

NITSL is a forum to provide leadership and strategic guidance for information technology in the
nuclear industrghttps:/ivww.nitsl.org/default.aspx The goal of NITSL is to be recognized by the
nuclear industry as the authoritative source for leadership and strategic guidance related to nuclear
businesdT and plant technology systems pertinent to safe, secure, reliathlegstreffective nuclear
power generation. Thisan beachieved by information sharing through benchmarks, operating
experienceand workshops. NITSL coordinata consistent direction in industwide initiatives, and
serves as an interface for communia@ats with regulators and industry groups. NITSL is a topical area
within the Institute of Nuclear Power OperatidiisPO). INPOreceives primary governance and
oversight through INPO and the Nuclear Strategic Issues Advisory Comruitiegately, these bdies
have overall strategic direction and authority over the organization.

The current functional and topical focus areas of NITSL provide strategic direction and support for
the following four core process initiatives distinct to nuclear power generation:

1 Softwarequality assurance
1 Cybesecurity fornuclear power reactors

1 Digital control systems



1 Infrastructure andpplicationg1&A) .

The I&A committee has agreed to collaborate in the Digital Architecture Pilot Project by sponsoring
working meetings at thennual NITSLworkshops and conducting periodic conference calls with their
member utilities to provide data and requirements needed by the various research athgiti@s.
committee has provided such opportunities for the pgstars anglan tocontinue supporfor this work
through the remaining project tasks.addition, certain members of the I&&mmittee have hosted
benchmark trips for thgapanalysis and will continue to actively support the future project tasks of
developing thaligital architectureplanningmodel and the subsequent guidelines for using the model.

EPRI conducts research, developmantl demonstration relating to the generation, deljag use
of electricity for the benefit of the publié significant part of EPR¥ workis in support of nuclear
energy, including the development of new technologies for the currently operating nucle&Filet.
serves as the primary research organization for the nuclear power industry and conducts research in
virtually all aspects of nuehr plant operations and supp&®RI has conducted research in the area of
digital technology for decades and has produced numerous technical reports and guideline documents in
this areaMany of these are accepted by the nuclear power industry asitaitb@references and
preferred methodologies for the technical topics they address. Some are endorsed by the Nuclear
Regulatory Commission.

EPRI has contributed to and participated in many of the L\p@&am 11&C pilot projects over the
pastfour yearsand these collaborations are ongoihige digital architecture pilot project isneproject
where collaboration is mutually beneficielPRI recognizes that the concepts of a digital architecture are
foundational to the integration of digital technologithin a nuclear plant to maximize improvement in
plant performance and work efficiendyPRlI is able to contribute significant expertise in topics related to
digital architectureMoreover, EPRI is able to engage nuclear utility staff in the project éffimugh the
EPRIsponsored industry groudsor these reasons, EPRI has agreed to actively participate in the pilot
project as a full research partner.

2. GAP ANALYSIS

To gather input from as many utilities as possible during the summer of 2015, resedeshygrsd
the gap analysis to be conducted in two parallel efforts: site,\dsitiswebbased surveys. The
overarching objective of the gap analysis was to map the previously defined digital architecture
requirements (Thomas and Oxstrand 2015) to usligdésting IT Infrastructure with the purpasie
identifying gaps between the current infrastructure and what is needed to sufficiently meet the
requirements.

The site visitenabledn-depth discussions with staff to identify the current digital architecit the
site as well as any shetdrm or longterm plans to upgrade the IT and 1&C capabilitiasaddition to the
site visits, researchers utilized a wiadised survey to gather information from utilities. The web survey
was launched during the NITS1015 workshop in Minneapolis, July 2015. The NITSL Infrastructure and
Application Committee hosted a special working meeting foditjigal architecturepilot project to
provide an opportunity fotommittee members to hear a status report on the projédbaarticipate in
the web survey.

2.1 Site Visits
211 Method

Based on the requirements identified by Thomas and Oxstrand (B4 8 searchers developed an
application and technology checklidthe checklist guidgthe discussion at each site visit to ensure that
all major technology areas were covered. The checklist was also atmparforma semistructured
inventory of the utilitgs current infrastructure. The complete checklist can be fouAdpendixA,
AOnsite Gap Analysis Applicatdon and Technol ogy C



2.1.2 Participants

To obtain a representative sample of the U.S. operating nuclear fleet, three different typesof nucle
utilities were approached about hostingta gisit and all three agreetlable1 describeghe utilities
visited during the studyhe amount of participantsaae h vi sit and the participa
varied.Figure2 lists the site visit participant3.he research team met with a totakaghtparticipants
during the visit at Utility 1, 4 participants at Utility 2, and 3 participants at Utility 3.

Tablel. Participating utilities

Utility Type

Utility1 Single nuclear plant utility, multiple unit site

Utility 2 Large nuclear fleet utility, single and multiple unit sites
Utility 3 Single nuclear plant utility, single unit site

The different fleet types potentially represent several important circumstances regarding the
information technology deployments as follows:

Size of IT support organization, possibly reflecting the ability to spread costs over multiple units

Focus of the IT organizatiomn one or more units

Whether the IT organization is ates offsite, or both

il

il

! Standardization of practices and implementations across multiple units

il

1 Types of nuclear planispressurized water reactor and boiler water reactors
il

Present state and direction of digital application implementation

The researchers took note of whether any of these types of factors were particulaht inlthe
findings from the benchmark visitdlowever, taken together, they provide a basis of confidence that the
results of the benchmark visit can generally be extrapolated to the U.S. operating fleet. To be sure, there
could be utilities with markewldifferent circumstances relative to the gap analysisthaatt is still
likely that the findings in this report likely reflect the mainstream deployment state and technology
direction of the U.S. operating fleet.

The one exception to this would betthegree of wireless deploymeNbne of these utilities were
beyond an initial degree of deployment; whereas it is known that some other operating plants now have a
substantial amount of wireless in the power blddiat said, even these plants have mtryade
extensive use of it in supporting mobile work technolodg®egher, the most prominent use of wireless
today is for online monitoring of components.

Table2. Site visit participants

Utility Participants
Utilityl IT Director
IT Manager

IT Technology Consultants

IT Supervisor

Nuclear Cyber Compliance Specialist
Engineers

Utility 2 Nuclear IT Develop & Deploanager
Nuclear Process Systefwkanager
Nuclear IT Infrastructure Groudanager
Nuclear IT Business Consultant




Table2. (Continued) Site visit participants
Utility Participants

Utility 3 Client Services Manager
Information Systems Client Manager
Assistant Plant Manager

2.1.3 Protocol

A structured interviewvas conductedf IT and engineering professionals that supporttpial
applications for the nuclear plants, from typical business processes to plant I&C digital sysems.
duration of the visits varied betwe#ur andeighthours. During the visitgesearchers met with the
participants in a conference room. Afteroundtable of introductionthe visitbeganwith purpose and
objectives of the research effort and the gap analaiicipants were asked to openly discuss the main
groups of requirements, one requirement group at the Remearcherased an overlaa projector to
share requirements tables with participaResearchers intervened in the discussion if they needed to ask
for clarification or to ensure the discussion stayed on tdpimughout the discussipresearchers took
notes which were later transcribed and analyzed.

2.2 Web Survey

In addition to the site visits, the researchers utilized alvasied survey to gather information from
utilities. The web survey was launched during the NITSL 2015 workshoprinddpolis, July 2015.he
NITSL Infrastructure and Application Committee hosted a special working meeting fdigitad:
architecturepilot project to provide an opportunity faommittee members to hear a status report on the
project and to participata ithe web survey.

221 Method

Two hoursof the working meetingvere used for introducing the web survey, allowing time for the
participants to fill out the survey, and for a general discussion related to the gap anhéy/sisivey was
designed to gather dedl information to be incorporated with the insights gained from the site visits.

Examples of questions asked in the survey are listed below. The complete survey is found in
AppendixC.

What technologies are currently being used at your plant?
Where/how is the technology being used (or is planned to be used)?
Are you pursuing any mobile worker technologies?

Are you pursuing advanced control room tembgies?

il

il

il

1 Are you pursuinddLM technologies?

il

1 Do you see cybersecurity as a limiting factor for deploying wireless?
2

2.2 Participants

Thirteen participants participated in the wWedised survey. As indicatedfigurel, out of the
13 participants 10 work atNPPs, two work in corporate offices, and onemsldPO employeedther).
The participants represent eight different utilities, one corporate offiddN#PO. The utilities represent
a total of 45% of théght water reacto(LWR) units in the U.S.
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Figurel. Websurveyparticipant$affiliation.

3. RESULTS AND DISCUSSION

A content analysis was used ¢ information gathereduring the site visits, which sorted the
information into categories. Examples of categories useaheirgork, mobile devicesremote
collaboration,online monitoring andelectronicwork packagescomputerbasedprocedures, antbunds.

The site visits als captured information related to how technology is used or plant to be used at various
work locations, such asutagecontrol center (OCC)work executioncenter (WEC), andnain control

room (MCR). The complete set of information gathered during theisite islocated inAppendixB,
AResults fwmom Site Visits

The result from the web survey was aggregated and summarized. This section presents a selection of
the most interesting resulsppendixD, A Re s ul tBsa sferdo nB etaibealf results from
thewebsurves.

This section will present and discuss results from both stulthesdiscussion is divided into five
focus areaswireless network, use of technoleg communication and collaboration, Ol Ehdcontrol
centermodernizatns.

3.1 Wireless Network

Researchers creategd@mmary chart describing which technologies are currently deployed, are
planned to be deployed, or will most likely not be deployed by the utilgeef-igure2). The three
technologies most utilities have in place are-teaé collaboration (92%), large displays in control
centers (85%), and video cameras for monitoring plant work activities (77&intéresting to note that
wireless network ishe technologyeast plannetb deploy (38%).



Are any of these technologies used at your site?

VOIP
Mobile devices

Notebook service
Document sharing tools

Real-time collaboration tools_ m Yes, it's deployed
LYGSNY OGAr@S ﬁwé Ayl O2)y i NRfE X
Large displays in control center
+ARS2 OF YSNI & ZNS YZYAUZNRY 3IX
Social media for business purpos

QX

m No, but it is planned

No, and it is NOT plannec

m | don't know

SMS for business purpose
Multicast of video feeds

Wireless network in the plant

0% 20% 40% 60% 80% 100%

Figure2. Survey of technologies usedlp ar t i itespant s 6

By focusing on the wireless network rasuFigure3 andFigure4), it is apparent th&i1% of the
participants have either already deployed wirelessar&tto some extent in the plantareplanning to
do so. That means almost 40% of the participating utilities are not planning to deploy wireless in plants.
One should note that none of the particiywmgnts ans
wireless.

All participants willusewireless for business purpogeés., activities that do not directly impact the
operation of the plangnd about 70% of the participants willewgireless network in the work execution
centers and 62% in the outagontrol centerKigure4). Again, none of the participants answeiedond
knowo to the question about where wireless network would be used.



Is wireless network deployed?

No, and it is NOT planne 38%

| don't know | 0%

Figure3. Survey results olvireless network eploymentat plans.

Where is (or will) the wireless network be used?

Emergency Response Facility (TSO/OSC/_ 54%

Management Meeting Rooms i 69%
Work Control Centers [ 69%
Outage Control Center [ 62%
Business Purposesi e 100%

I don't know | 0%

Figure4. Survey results of here (or will)the wireless network be used

It is concerning that almost 40% of the participants report no plans for deployment. Wireless network
is the largest enabler of rei@iine data access and collaboration. Many of the benefits of the pilot project
capabilities will be foregone without wireless. The researchers conclude that both researchers and the
industry need to investigate perceived and actual barriers to deploynvé@rglets and how to overcome



these. Examples of identified barriers are cybersecurity and cost. A marketing campaign should be built to
show how to best overcome the barriers.

As indicated by the results illustratedRigureb, the participants are quite evenly divided when
asked about the perceived impact of cybersecurity in relation to deployment of wireless riEftivgork.
begs for further research to clarify tbencerns o wireless in the plantyhat if anything it restricts, and
howthe risk can be mitigateome of this will be covered by future activities in the digital architecture
research project. However, the majority of clarity and insights will likelpdsed on experience of the
first movers. In addition, the industry needs to develop a consensus document covering what can and
cannot be done with wireless from a cybersecurity standpoint.

Do you see cybersecurity as a limiting
factor for deploying wireless?

mYesmNo

Figure5. The view of cybersecurity aslimiting factor to deploy wireless network.

Both the site visits and the web survey conctuthat the majority of wireless network currently
deployed along with the planned deployments will mainly focus on the business process side of the plants
(i.e.,to be used for anything but conducting plant activities). Office buildings and major control centers
will have wireless, which enables staff to use their laptops and tablets.

Another aspect of wireless network in the plant that is important for théestilit consider is the fact
that it is not enough to get 100% plant coverage. The capacity of the network should be studied to identify
specific capacity needs in specific areas during specific times (e.qg., during outage).

3.2 Use of Technologies

Just as witlwireless network, the result indicates that most of the technologies covered in the gap
analysis are or will be used for business purposes (i.e., to be useatkqrrocesses as opposed to plant
work activitie9, as seen ifrigure6. With regardto future use of technology, the business purpose
category most likely @ a higher percentage due to the background of the participants in the gap analysis.
The office areas are the purview of the IT professiomadiplant engineerings responsible for changes



in the power blockMore progress in implementing digital applications in the power block will be helped
by successful first mover examples and indusbnsensus documents.

Utilities are using the technologies for business purpegeish meanthey will get an opportunity to
familiarize themselves with the technologies, find ways to incorporate them into the everyday work
activities, and identify diréand possible benefits and efficiencies to be gained. This will prove useful as
the use of the technologies expands outside the offices and control centers.

If all participantsindicated thg use all the different types of technologies at one locati@nbharin
Figure6 would be 100%. The results show that the participants combined plan to use 61% of the
suggested technologies for business purposes, which is tine farost common use for the technology.
The second most common location to use the advanced technologies is in the outage control center (35%).
The specific results for technologies used for business purposes and in the outage control room are
presented &ow (Figure7 andFigure8).

Use of Technology at Different
Locations

Emergency Response Facili
Management Meeting Room 25%
Work Control Centers 29%
Outage Control Center 35%
Business Purpose 61%

| don't know

Figure6. Use of technology at different locations.
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Business Purposes

VOIP

Mobile devices
Notebook service
Document sharing tools

7%
69%

54%

Real-time collaboration tools 92%
Interactive displays in control center 38%
Large displays in control center 38%
+ARS2 OFYSNIa ¥ i 268K Y3 LI Iy X

Social media for business purpos
SMS for business purpose
Multicast of video feeds

Wireless network

69%

54%
38%
100%

Figure7. Percent of participants that will use the technologies for businesssparpo

Figure7 abovefocuses on the use of technologies for business purposes. The results from the survey
state that use for business purposes will be the most conmseanf the technology. Nexdfter wireless
network, the most of the participamnticipate using redlme collaboration (92%), VOIP (77%), social
media (69%), and mobile devices (69%) for business purposes. About half the participants are using or
planning to use notebook services, document sharing tools, and short message service (SMS) for business
purpases (all technologies scored 54%).

All three utilities participating in the site visit part of the study approved accessails calendar,
and contacts via the untrusted mobile devices. The untrusted mobile devicesnotiliedevice
management (MM) and containers to provide access to enterprise data and applications. MDM helps by
managing the device including enforcing encryption, requiring a passcode and tracking location.
Container environments are used to build a protected virtual workspbeealaployed to mobile devices.
The container with enterprise applications and content in an encrypted workspace houses productivity
applications like email and access to content only available on the enterprise network. Instead of trusting
the device itsé] one should build trusted applications and environments to be used by the devices to
increase its security posture. Currently, the only way to access work content via the device is using an
application container environment usisecure sockets laye®8@.) or tokenvirtual private network
(VPN) to remote into a work desktop.

Mobile devices aranexample of tools supporting retine collaboration, discussed below. Moving
forward, mobile devices can/will be used to support plant activities as well agfsipurposes.
Electronic work packages and procedures can be conducted using these devices. As the industry moves
toward this aspect of mobile devicéss important to consider how to deploy the devices. There are
different approaches to consider (eapmpany provided devices versus personal devices and devices
issued by the warehouse on a nelealsis versus devices permanently assigned to the individual workers).

About half the participants are using or planning to use notebook services, documggttebés,
and SMS for business purposes (these technologies scored 54%).
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Outage Control Center

VOIP

Mobile devices

Notebook service
Document sharing tools

Real-time collaboration tools
Interactive displays in control center
Large displays in control center
+ARS2 OFYSNla ¥
Social media for business purpos
SMS for business purpose
Multicast of video feeds

Wireless network

46%

31%
31%

69%
549 Iy G X
8%

62%

Figure8. Percent of participants that will use the technolojigbe outage control center.

The OCC washe seconamost common place to use the teclgids.Figure8 illustrates the use of
technologies used in the OCC. The most commonly used technologies are large displays (69%), wireless
network (62%), vide@ameras to monitor plant work activities (54%), and notebook services (46%).

According to the gap analysis resultss technologies mainly used in the OCC all support
collaboration, both within the OCC and with staff in other locations. Exampleseaffthese
technologies are large displays and video cameras to monitor plant work activities. Interactive displays
and reaitime collaboration tools are alsustalledin the OCCHowever, even though the technology can
be used as collaboration tools, theg arostly set up to support ed@ection information flows (i.e., not
reaktime collaboration). A twavay architecture is needed to support true-tiead collaboration.

3.3 Communication and Collaboration

The researcheidentified agap in understanding how effectively use the existing technologies to
support reatime collaboration both when collaborating at the same location (e.g., in a meeting) or when
collaborating with parties at separate locations (e.g., between the OCC and the~W&EEYR below
contains the data point for four collaboratiechnologiesFigure9 illustrates the use of retime
collaboration tools, large displays, interactive displays, and mobile devices in relation to location/purpose
(e.g., for business purposes or in control centers). About 70% of the participants have large displays in the
OCC and 5% in the WEC, and 38% use them for business purposes. However, it seems that the large
displays are mainly used for em&y communication of information rather than as a dynamic problem
solving tool. In contrast, only 31% of the participants use intemdisplays in the OCC and 15% in the
WEC. Interactive displays enable remote and-iez collaboration capabilities. By replacing the current
large screen displays with interactive displays, it could potentially increase the usetiofieeal
collaboratia technologies in the plants. This is identified as a moderate gap between how the
technologies are used today and how they should be used to reach their full potential.

One of the utilities in the gap analysis concluded that the plant staff didiliwe the available
interactive displays to their full capacity. Instead, the displays were primarily used as projectors, which is
the opposite of the original intent. The utility stated that the use of mobile devices and conferencing tools
reduces theeed for large interactive displays. The team can collaborate and share information in real
time, both within the group located in the same room and with remotely located parties using their tablets
and a wekbased conferencing tool.
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Use of Collaboration Technologies

Real-time collaboration tools
m Business Purposes

m Outage Control Center

Large displays in control center
® Work Control Centers

m Emergency Response Facility
(TSO/OSC/EOF)

m Management Meeting Rooms

Interactive displays in control
centers

. . m | don't know
Mobile devices

0% 20% 40% 60% 80% 100%

Figure9. Use of collaboration technologies.

The combination of the high rate of deployment of-teaé collaboration tools and the low
deployment rate of wireless indicates that the collaboration tools are used in office settings. The
researchers wdd like to investigate this topic further to clarify what type of +@@le collaborating tools
are deployed (e.g., videzmnferencing tools and interactive displays), and how easily it would be to move
these tools into the field settings.

Use of Social Media and Text Messages

m Business Purposes

Social Media m Qutage Control Center

m Work Control Centers

= Emergency Response Facility
(TSO/OSC/EOF)

m Management Meeting Rooms

Text Messages

0% 20% 40% 60% 80%

m | don't know

Figurel0. Use of social media and text messages.
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With mobile devices well established and planniext,messaging and social media are potentially
powerful tools for sharing imrmation and collaborating. It lkely that the utilities are usg other
realtime collaborationdolsto meeteeds that would be more efficiently met by utilizing text messaging
and social media technologi€¢sgure10illustrates the use of social media and text messages

Applications similar to social media applications used privately are commonly used on the business
process side. However, these appiara are not yet readily used in the plant. Several benefits are to be
gained from these applications, such as the ability to rapidly share information to either a single
individual or to a group, create groups for specific organizational functions, ardirate tasks within
and between groups.

Similar to social medidike applications, text messages are used for business purposes, but not to
coordinate work activities in the plant. According to one of the utilities visited, text messages are severely
under-utilized. This type of technology has the capability to create a-awmerate and efficient way of
communicating. Text messages are #igae communication (i.e., between phone calls fteaé] and
e-mails). The text messages will not interrupt a taske same way a phone call potentially could, while
at the same time it is more likely to get a rapid response to a text than-toaiin la addition, in contrast
to phone calls, effective communication via text messages is possible in noisy enmitonme

This technology is not new in any way and it could easily be adapted and extended to support plant
activities. Most workers in the nuclear industry have prior experience using both social media and text
messages; hence, minimal training would be megubefore using these for work activities in the plant.

3.4 Online Monitoring

OLM is sometimes used for vibration monitoring of components, such as the reactor coolant pumps,
turbine generators, and the turbine feed. However, most monitoring is still cahdsigieriodic
surveillance activitieby engineers in the plant. Some utilities would like to use more OLM to support
preventive maintenanckelardwired monitorsreas effective as wireless ones, but that solussery
expensive. A wireless solution widunake OLM coskffective. However, for wireless OLM to be a
viable option for the utilitieghe industry must be ready to deploy wireless network in the power block.
Another potential challenge that needs to be resolved is data storage. For exaraptapéewarchiving
strategy for data storage should be developed (e.g., looking at compression rates and sufficient
granularity).

The resultsdr the use of technology to offset manually performed work actiatiegonsistent with
r e s e a prinrtbelidssNdne of the participating utilitielsas wireless poson monitoring at this time.
As shown inFigurell, 8% have deployedontinuous component condition monitagitechnologies in
lieu of periodic surveillanceand 0% have deploye@iatralizedOLM center to analyze data coming from
monitoring technologiedHowever, 54% of the participants are planning to deploy both these
technologiesHence, the main finding rekd to OLM is that even though there is curretdly
deploymenbf the technologies the utilities are planning to deploy OLM technologies
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Are you pursuing online monitoring
technologies?

m Yes, it's deployed m No, but it is planned No, and it is NOT planned m | don't know

54% 54%

23%

15%

0%

Continuous component condition monitoring Centralized online monitoring center to analyze date
technologies in lieu of periodic surveillances coming from monitoring technologies

Figurell. Pursuit of online monitoring technologies.

Surveys indicate thaemote dose monitoringchnologiess the most likely to be deployed porsue
offset manually performed work activiti¢$6%) (Figure12). In contrast, wireless di&xes seem to be the
leastpopular technology to use to offset manually performed activities. None of the participants have
deployed this technology and 38% states that they do not plan to do so in the future. One should also note
the large amount of particp at es t hat answered #fAl dondét know. 0
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Are you pursuing technologies that offset
manually-performed work activities?

m Yes, it's deployed No, but it is planned m No, and itis NOT planned m | don't know

0%
Wireless devices for reporting position status of

manually controlled components
46%

Smart instruments with remote calibrations an
diagnostics

46%
Remote dose monitoring 8% 15%
31%

8%
In-line sample analysis packages in lieu of griab 8%

samples
69%

Figure12. Technologies pursued to offset manually performed work activities.

3.5 Control Center Modernizations

As discussed earlier, the results from the web survey indicate that many of thedgiesnceered
in the study are either currently used or are
with two of the utilities visited. These two utilities have quite modern OCCs where collaboration tools,
such as interactive displagad webbased conferencing, are utilized. However, the third utility has a
basicOCC and has no plans to modernizdltis indicates that for individual utilities or plants there
could be a potential large gap between the current state of the OCC anwdowlalbe needed to support
the infrastructure suggested in the LWRS program.

Figurel3shows participating utilitiewith alow implementationate of advanced technologies in
currentMCRs. However, it is interesting to point out that 62% are planning to deploy corbpiseat
procedures and 54% plan to deploy informatich displays in the control room. This indicates a
positive trend that sygorts the ongoig efforts in the LWRS prograrpwever, this trend was not
supported by the site visits. None of the utilities have plans to modernize their control Th@ams.
probably reflects an awareness of the technical, financial, and regulatdgngkalin modernizing a

pl a

control roomlt again points to the need of success in this area by first movers to create confidence in the

nuclear industry to bring modern digital technology into the control rooms.
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Are you pursuing advanced control room
technologies?
m Yes, it's deployed m No, but it is planned No, and it is NOT planned m | don't know
62%
54%
46%
38%
31% 31% 31% 31% 31%
23% 23%
15% 15% 15%
0% 0% 0%
Advanced alarm Control room Information rich  Distributed control Online monitoring for
processing computer-based displays systems plant components
procedures

Figurel3. Surveyresults ofpursiantadvanced control room technologies

The information represented Fiigure13is not fully supported by previous research activities. For
example Joe Boring, and Persensk012)c onduct ed a survey targeting
modernize MCRs. The resutftdicates that the utilities plan tosevarious technologies in their MCR and
that the most feasible and cost effective approach to MCR modernization is to partially modernize the
I&C and humarsystem interface rather than a fetlale modernizatiorn addition,the results frona
study conducted by Le Blan®©xstrand, and Waicosk{2012)showsthat66% of the six participating
utilities have control room computbased procedures included in tHemg-term vision

Moving forward, researchers will follow dhis potential gap (i.e., plans to modernize the MCRs).
indicated by JoeBoring, and Persensk2012) and Le BlandOxstrand, and WaicosK®012) there is
already a movement toward control room modernizatidosiever,Successfutiemonstratiosof berefit
as well as a solid business cagk most likely support the industry to move forward with the
modernization activities. It is likely that the utilities will follow an incremental approach (as supported by
the JoeBoring, and Persenskj2017 study) to properly manage risks involved with control room
modernizations.

4. CONCLUSIONS

Six majorgaps were identified based on theights gained from the site visits and the web survey
The gaps are as follows

1. Plans for plant wide deployment of wirelesswiark

Understanding of limitations and possibilities of wireless network
Use of existing technologies for re@he collaboration

Plans for integrating advanced technologies in the OCC

o M 0N

Plans for modernizing the MCR
6. Use of OLM technologies

The first gap ighe most important and the most concerning gap. Further investigation should be
conducted to gather more insights about the reasons for the limited plan to deploy wireless network
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covering the majority of the plarithe second gap relatesunresolved aucerrs of potential barriers to
deploying wireless network. These barriers should be identified and addressed. Some barriers uncovered
in the gap aalysis are cybersecurity, cost, regulatory, and relatetetiromagnetic interferenead

radio frequencynterferenceThere might be some misconceptions as to what the actual barriers really

are, by virtue of the fact that some utilities are already doing what others believe cannot be done or is not
allowed. There is a need for an industry document on wralowable and prudent for putting wireless

in the power block to support mobile worker technologidé® result from the gap analysis is thought to
represent a lag in the industry hearing about the success stories. By demonstrating to the industry that
these concerns do not have to be barriers, researchers in the LWRS program can help bridge this gap.

In order for an effective redime collaboration to be establesththere is a need for an underlying
architecture to support twway information flow. Curently, many utilities have the technology (devices)
needed for reaime collaboration, but not the architecture to suppoRegttime collaboration is a
concept utilized by many of the pilprojects in the LWRS program sindete is huge benefits to be
gained from effective redime collaboration, both when collaborating at the same location (e.g., in a
meeting) or when collaborating with parties at separate locationstiReatollaboration could support
faster response tienand reduce time spent on tracking down the most up to date information, which
would be beneficial to control centers, such as the WCCs as well as the management meeting room.

Researcheralsoidentified that replacing the current large screen displatysinteractive displays,
could potentially increase the use of reale collaboration technologies in the plants, which would
decrease the moderate gap between how the technologies are used today and how they should be used to
reach their full potential

Most of the participating utilities either have modernized their OCCs or plan to do so in the near
future. However, some of the utilities stated that they have no plans to upgrade their OCCs to use any of
the advanced technology suggested by the resaar¢his indicates that for individual utilities or plants
there could be a potential large gap between the current state of the OCC and what would be needed to
support the infrastructure suggested in the LWRS program.

The MCR modernizations will be pursd when a solid business case is available to the utility senior
managersPart of building this caséand hence reduce the identified pegto demonstrate the potential
benefits gained through the modernization. Parallel research activities in thpdi&®ay are currently
collaborating with the industry to identify and demonstrate these benefits.

OLM technologies have a more obvious business case and they will likely make steady progress in
implementation as more technologydsvelopedin addition,the early installationsf OLM demonstrate
benefits over periodic surveillances that are labor inten$ive identified gap between the current OLM
technologies deployment level and the desired level of deployment will decrease as more of these
technologes are being deployed by the utilities.

5. PATH FORWARD

To automate operatingPPs to their full potential, integration of digital technologies must extend
beyond plant control and information systems to that of the domain of plant work processes and plant
worker activities. This will require a plant digital architecture that is more encompassing than currently is
available to the industry.

Even in todags more advanced plants, the digital architecture typically extends only to the major
protection and integted controls systems. Data architectures to support plant work processes are
intentionally separate due to cybersecurity concerns. No comprehensive data schema is available that
relates all plant functions in the context of their nealld relationshipsthereby defining the needed data
interfaces to conduct plant functions and support activities in an integrated manner. This architecture
would define the following:
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Systems that need to be integrated for robust plant protection and control
Types of data lisses and interfaces
Cybersecurity requirements

Failure and recovery requirements

=A =/ =4 -4 =4

Necessary segmentation of the overall architecture to ensure independence of function and
defensein-depth

1 Data relationships that are required to support plant funcipbenst systems, plant processes, or plant
worker activity

1 External interfaces to enable remote operations and support activities, either at a fleet or industry
level.

A planningmodel of the digital architecture will be developed based on the performance
requirements documented in ttigital architecturerequirementseport (Thomas and Oxstrand 2015).
The model will relate these requirements to the corresponding IT infrastructure components and their
respective capacity and performance requiremé&otexample, if a certain number of rdahe remote
collaboration sessions using streaming video are conducted concurrently, what is the required bandwidth
for a wireless communication system and what is the required plant area coverdgifion to
requirrments, constraints will also be identified such as electromagnetic compatibility concerns in the
vicinity of sensitive electronic equipment.

The planning model will also be based on the information coming from this gap anetysis.
information will inform the developers of the planning model of where the current information
technology infrastructures need to be modified or expanded to support the requirements of the future
digital technologiedlt will also provide insights of where expansion of the tdigarchitecture is
constrained more by concerns about risk or uncertainty, rather than technological capability.

The various technical components of ghi@nningmodel will be identified and scoped for
developmentThe planningmodel must be flexible andodular, so that it can be implemented either
partially or fully, depending on the need of the utility and the types of digital technologies they desire to
implement.Theplanningmodel must also relate in a natural understandable manner to the existing
information technology architectures found in toiagperatindNPPs

The objective fofiscal year FY) 2016 is tocompletethe development ahe planningnodel.The
results from the gap analysis will be usegbtioritize the focus of the model aimddefining and
providing guidance for enhancing the digital architecture of nuclear plaregesearchers will work
closely with industry partners to identify the current state of the utilities infrastructure and ensure the
planning model suppathe needsf the industry.

Finally, in FY 2017, a guidelines document for utilities to implement diggtal architectureplanning
model will be developed to assist with the scoping effort for IT upgrades for the support of targeted
digital technologies. This documiewill reflect the combined experience and expertise of the
participating utilities in how to assess the desired performance levels of the digital techpakgiel
astranslate them to the performance requirements gélveningmodel in its implemeted form.The
results from the gap analysis will be key infuthis documentAs mentioned previously, the guidelines
will allow for a graded approach so that only the components needed to support the targeted technologies
shouldbe considered. The gwgtines will be general and flexible enough to fit within the respective
utilitiesbcorporate standards and policies for IT implementation.
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Appendix A
Onsite Gap Analysis Application
and Technology Checklist/Inventory

Worker ) Augmented .
80 80 20

General Capabilities

Control Center
Functions

Operations 140 5 7
Maintenance 200 160 160 8 40 10
Chemistry 30 20 20 2 5 2
RP 50 30 30 3 8 &
Engineering 150 130 130 5 33 8
Security 200 * * * * 10
Safety Assurance 30 25 25 2 6 2
Supply Chain 75 60 60 3 15 4
Facilities 25 20 20 2 5 1
Utility Total 900 525 525 30 131 45
Augmentation Staff 1000 700 700 0 175 50
Suppliers 200 160 160 8 40 10

Technology/Process/Location

Physical Network Infrastructure
(copper, fiber, wireless, etc.)

Work Location

Collaboration

Augmented Reality

Voice

Questions to keep in mind

Are the numbers real?

How can we make this useful ar
meaningful?
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Work Packages

m No. in 1 Day Qual. Checks M&TE Checks Controlled Doc. Downloads

CBPs 4500 1800 180

AWPs 100 1000 0 0 0

Tag-Outs 24 960 0 0 0

Ops Rounds
m

CBPs 4500 4500 180,000

AWPs 0 0 0 1000

Tag-Outs 0 240 0 120

Ops Rounds 0 0 0 0

Technology/Process/Location

Physical Network Infrastructure
(copper, fiber, wireless, etc.)

Document Sharing

Accesso Plant Data

Collaboration

Reporting for Work Status and
Progress Transactions
CBP

AWP

TagOuts

Ops Rounds

Questions to keep in mind

Are the numbers real?

How can we make this useful ar
meaningful?
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Outage/Work Control Center

Control Center Staff/ Briefinas Streaming Voice Text Remote
Functions Center 9 Video Comm. Messages Concurrence
Outage Control 1152 1000

Center

Work Control
Center

Satellite Work
Centers

Craft Shops 0 1152 5000

Control Center Doc I AL Plant Data/ Smart Board DL il
Functions Downloads Contractor Status Collaborations Sl DU
Interface Triggers Updates
QOutage Control 5 2000

Center

Work Control
Center

Satellite Work
Centers

Craft Shops 20 0 * 24 * *

1 6 2 6 6 576 0

1 2 44 66 22 2112 0

60 1 * 6 * *

20 44 * 66 * *

Technology/Process/Location

Physical Network Infrastructure
(copper, fiber, wireless, etc.)

Briefings

Streaming Video

Voice Communications

Text Messages

Remote Concurrence

Document Sharing

Access to Plant Data/Status

Large Screen/SmaBoard

Work Status Triggers

Work Status Updates

Outage Control Center

Work Control Center

Satellite Work Centers

Craft Shops

Questions to keep in mind

Are the numbers real?

How can we make this useful an
meaningful?
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Management Decision Support Centers

Management Plant Data/ Briefings Streaming Voice Text Doc. Remote
Control Center Status 9 Video Comm. Messages Downloads Collaboration
50 2 5 12 20 4

Management 100

Decision Support

Center

Technical Support 500 15 2 15 150 20 2
Center

Operations Support 500 10 10 10 150 10 4
Center

Emergency 500 15 2 15 150 20 4

Operations Facility

Technology/Process/Location

Physical Network Infrastructure|
(copper, fiber, wireless, etc.)

Access to Plant Data/Status

Briefings

Streaming Video

Voice Communication

Text Messages

Document Sharing

Remote Collaboration

Management Decision Support
Center

Technical Support Center

Operations Support Center

Emergency Operations Facility

Questions to keep in mind

Are the numbers real?

How can we make this useful
and meaningful?
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Operator Support Technologies

CR Team Shared Real-Time
Member Procedures Collaboration
4 1

Reactor
Operator

Sr. Reactor
Operator

Shift Supervisor
STA
Shift Manager

Equipment
Operators

Shift Support 0

Video Remote
Streaming Concurrence
4 2

4 1
2
2
0 0
0 0

Work
Status

Update

10

10

10

Doc.
Downloads
5

10

Technology/Process/Location

Physical Network Infrastructure
(copper, fiber, wireless, etc.)

Shared Procedures

RealTime Collaboration

Video Streaming

Remote Concurrence

Work Status Update

Document Sharing

Questions tdeep in mind

Are the numbers real?

How can we make this useful ar

meaningful?
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Operator Interface Technologies

Advanced General Alarm Process Monitoring Event Supp. Info
Technologies 1&C Systems Computer Systems Recorder Network

Computer-Based

Procedures

Task-Based Displays 4 4 4 4 0 0 4
Alarm Management 0 0 400 4000 0 0

Group View Displays 100 50 200 50 50 0

COSS 1000 500 5000 4000 100 4000 100
FET 100 50 0 50 0 0 1000
Monitoring Systems

Virtual Sensors 0 0 0 0 0 0 1000
R 100 50 0 0 20 0 50
Simulators

Remote Panel 0 50 50 0 0 0 20

Display/Operation

Technology/Process/Location

Physical Network Infrastructure
(copper, fiber, wireless, etc.)

DCS

General I1&C

Alarm Systems
Process Computer
Monitoring Systems
Event Recorder
Supp. Info Network
Computerbased Procedures
TaskBased Displays
Alarm Management
Group View Displays

Computerized Operator Support
system

Plant Status

Virtual Sensors

First Principle Simulators
Remote Panel Display/Operatiol

Questions to keep in mind
Are the numbers real?

How can we make this useful ar
meaningful?
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Online Monitoring

Components/Structures m A;g et Transfer Rate
ensors

Active Components Once/sec

Passive Components 50 10 Once/day

Technology/Process/Location

Physical Network Infrastructure
(copper fiber, wireless, etc.)

Sensors Active

Sensors Passive

Questions to keep in mind

Are the numbers real?

How can we make this useful ar
meaningful?
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Automated Work Functions

Technology/Process/Location

Physical Networknfrastructure
(copper, fiber, wireless, etc.)

Component Position

Operating Parameters

Temporary Instrumentation

Plant Sampling Packages

Local Gauges

Local Alarm Panels

Local Control Panels

Remote Dose Monitors

Questions to keep mind

Are the numbers real?

How can we make this useful and
meaningful?
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